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[bookmark: _Toc450825553]Introduction
The Expedited Data Exchange (EDE) Program along with multiple sub-projects was established to provide a mechanism for Washington courts that choose not to utilize an AOC provided Case Management System (CMS). This is a solution to provide statewide data in accordance to the published Judicial Information System (JIS) Data Standards for Alternative Electronic Court Record Systems. The core of this effort is the creation of the Enterprise Data Repository (EDR), which contains the data elements that conform to the published standards and will be the collection point for all case management data regardless of the system in which the data was originally collected.
As courts discontinue their use of the existing JIS CMS systems (SCOMIS & DISCIS), the need for statewide data to be available to all courts continue. Although courts still using the JIS CMS systems will have access to other court’s data using JIS, they will no longer have access to the court’s data that has moved off, nor will the courts that have moved off have access to the data for the courts still in JIS.
[bookmark: _Toc450825554]Purpose
The purpose of this document is to provide a high-level design of the Data Integration between AOC and KCDC including Superior Courts. The intended audience is EDE Program staff including but not limited to Architects, Technical Leads, and Project Managers. The intent here is to provide sufficient direction for a technical lead to move forward in gathering detailed information that will assist them in producing the specifications necessary for developers and other implementation staff in fulfill the needs of the EDE program and the Data Integration Track
[bookmark: _Toc450825555]Scope
The scope of this high-level design is the movement of data from JIS to the KCDC DB. This includes the initial load of data from JIS as well as subsequent updates if any during initial load period. The context section that follows does provide limited insight into how interactions with other systems “may” proceed, but efforts to fulfill their specific requirements may differ from what is presented here.
[bookmark: _Toc450825556]Overview
The Data Integration sub-project addresses the JIS data needs for King County District courts and Superior Courts for their new CMS implementation.
Project goals include allowing statewide data stored in JIS to be available to King County District courts and Superior Courts.
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[bookmark: _Toc450825557]Requirements
	ID
	Category
	Requirement Description
	Acceptance Criteria

	DI-001
	Data Integration - Publish
	The Data Source shall publish all Create, Update, and Delete operations on data being sent to the EDR
	All transactions that are needed by the EDR are available by the publishing data source

	DI-002
	Data Integration - Publish
	The Data Source (JIS, ODY, etc.) shall publish data as close to the Create, Update, or Delete event in near real-time (as soon as practical)
	Transactions occurring at the data source are available with little to no delay without compromising transactional integrity

	DI-003
	Data Integration - Publish
	The publishing component shall be able to publish to either a file, a staging database, or with a direct call to the EDR Data Service
	Published transactions are either in a file on a secured location or in a staging database.

	DI-004
	Data Integration - Staging
	Staging of data shall be either in a secure file location or database
	Published transactions are either in a file on a secured location or in a staging database.

	DI-005
	Data Integration - Staging
	The staged data shall identify when data arrived to the staging area.
	Each record stored in a staging area also contain the date/time when data was placed there.

	DI-006
	Data Integration - Staging
	The staged data shall identify the source (system) providing the data.
	Each record stored in a staging area also contain the data source

	DI-007
	Data Integration - Transformation (define as source transform destination)
	Transformations shall not fail an entire batch due to a single record failure
	Batches complete even with rows that fail

	DI-008
	Data Integration - Transformation
	Transformations shall log all operations
	A log file exists for each transformation that contains a record of operations performed as part of the transformation

	DI-009
	Data Integration - Transformation
	Transformations shall have the ability to re-start from point of last success
	A restart of a transformation occurs from the last know completed record/operation instead of from the beginning.

	DI-010
	Data Integration - Transformation
	Transformations shall communicate and submit data through the EDR Data Services
	Transformation destinations shall be the EDR Data Services.

	DI-011
	Data Integration - Transformation
	Transformations shall maintain a log indicating execution Date/Time, number and type of records submitted, number and type of records accepted, number and type of records rejected, elapsed time of execution
	Transformation logs contain  Date/Time, number and type of records submitted, number and type of records 

	DI-012
	Data Integration - Transformation
	Transformations shall be scalable, harnessing the power of multiple processors when needed, releasing when not needed
	Transformations make use of available multiple processors

	DI-013
	Data Integration - Transformation
	Transformation shall provide configurable deployment options
	Configuration files over-ride design time values at deployment

	DI-014
	Data Integration - Monitor/Schedule
	The scheduling component shall be able to support multiple schedules
	A transformation has multiple run schedules

	DI-015
	Data Integration - Monitor/Schedule
	A single Schedule shall have the ability to be applied to multiple transformation jobs
	Two or more jobs share the same named schedule

	DI-016
	Data Integration - Monitor/Schedule
	Scheduled jobs must be able to enable and/or execute other jobs
	A scheduled job starts another job

	DI-017
	Data Integration - Court Migration
	Data from migrating court must be extracted from the ODS into a Migration Database in SQL Server
	A migration database exists and contains data received from the ODS

	DI-018
	Data Integration - Court Migration
	Data must be in the exact same format and structure as JIS, with no transformations.
	Table structures and definitions in the migration database are identical to those from the ODS

	DI-019
	Data Integration - Court Migration
	The extraction queries must be able to be re-usable, allowing the migrating court to perform any data fixes that may be required multiple times
	Queries do not have to be re-written between passes

	DI-020
	Data Integration - Court Migration
	Data cannot change until all data for a court has been migrated
	End user applications are turned off during the migration and aren't turned back on until migration is complete

	DI-021
	Data Integration - Court Migration
	The migration database must be transferred to the local court for their local conversion
	The local court has a complete copy of the migration database.

	DI-022
	Data Integration - Ongoing Updates
	Transactional replication shall be used to update the ODS
	The ODS is updated by transactional replication

	DI-024
	Data Integration - Ongoing Updates
	Delete triggers shall be added to any new table added to the ODS
	Delete triggers exist on each table

	DI-025
	Data Integration - Ongoing Updates
	The delete triggers shall mirror the functionality of the other ODS Tables.
	Delete triggers perform the same function as the other delete triggers

	DI-026
	Data Integration - Purge
	Data stored in the migration database shall be the source for purging data from JIS
	Purge scripts grab data from the migration databases to determine which data in JIS to purge

	DI-027
	Data Integration - Purge
	Data stored in the migration database shall remain as a source for recovery of purged data.
	Once migration is complete, the migration database is set to read only mode and kept available if needed for reversal of the purge

	DI-028
	Data Integration - Purge
	Purge of migrated data must be done after converting court is done performing their conversion and sending "do not purge" records
	Only records that are not marked as "do not purge" will be purged from JIS and subsequently the EDR.

	DI-030
	Data Integration - Transformation
	Transformations should be packaged together with like and related items
	Multiple transformation packages exists, each contain only related objects providing for a distinct set of work to be done. For example, a transformation that contains person demographic information will not also contain charge information.

	DI-031
	Data Integration - Transformation
	Transformations should allow for nesting of other transformations.
	A parent transformation calls a child transformation

	DI-032
	Data Integration - Court Migration
	Data migration shall occur within defined maintenance windows. Currently COB Friday through Business Open Monday
	All migration activities complete in time to perform final testing and roll back if needed before courts resume business

	DI-033
	Data Integration - Court Migration
	The migration database must be able to identify records that do not make it to the EDR after local court migration so they are not purged.
	The migration database has records to indicate do not purge based on trial runs.

	DI-034
	Data Integration - Initial Load (of JIS Data)
	The initial load shall use the ODS as it's data source
	Transformations use the ODS as its source

	DI-035
	Data Integration - Initial Load (of JIS Data)
	The initial load shall include all JIS reference data that will be utilized in the EDR
	Transformations exists that use reference data from JIS CTC and SFC tables as the source for the EDR Source Reference tables

	DI-036
	Data Integration - Initial Load (of JIS Data)
	The initial load shall utilize a point-in-time snapshot of the ODS so that data does not change during the initial load.
	The initial load does not contain any data after the snapshot is taken

	DI-037
	Data Integration - Initial Load (of JIS Data)
	The initial load shall record the date and time of the initial load
	A log entry for the initial load exists.

	DI-038
	Data Integration - Initial Load (of JIS Data)
	The initial load shall use the same transformations created to support continued updates.
	The same transformations for the initial load is also used by subsequent updates.

	DI-039
	Data Integration - Court Migration
	Post migration, if it is determined that the migration was not successful, the AOC Migration database shall be used to re-insert previously purged records.
	The JIS Database and the EDR are back to the state prior to migration

	DI-040
	Data Integration - Transformation
	Transformations shall only pull data that has been added or updated since the last transformation execution
	Transformations use the date and time recorded in the log from the previous pull.

	DI-041
	Data Integration - Transformation
	Transformations shall record the start time of the transformation
	The start time is recorded in the transformation log

	DI-042
	Data Integration - Transformation
	Transformations shall log current status of execution (i.e. started, loading, complete with no exceptions, complete with exceptions, etc.)
	A review of the log throughout the execution of the transformations show what operations have completed and which ones are currently running.

	DI-043
	Data Integration - Staging
	The staging area must be able to identify deleted records and retain for possible re-insertion.
	Records deleted at the source are present in the corresponding ZDEL table.
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                                                                           Figure 1 KCDC Data Sync Context
Figure 1 above identifies the KCDC Data Sync components that support the Data Integration track. This document focuses on the movement of data from JIS to the KCDC and Superior Courts DB.
· Data Integration
· Initial Load
· Data Publishing
· Staging
· Court Migration
· Ongoing Updates
· Purge

[bookmark: _Toc450825559]Data Integration
The Data Integration track not only includes the movement of data from JIS into the EDR, but also includes the components that allow AOC to assist courts moving off of JIS to migrate to their new CMS, whether hosted by AOC or not. In the sections that follow, sentences and paragraphs that identify the satisfaction of a Data Integration requirements will be identified with the use of bold super-script font with the requirement ID.
[bookmark: _Toc450825560]Initial Load
Current JIS processing utilizes transactional replication to populate the database MFDB2STAGINGTABLES commonly referred as ODS DI-034. It is a multi-purpose database used for various other applications. Current task will use SQL snapshot (Transactional during piolet run) Replication on this DB to send data to KCDC.
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                                  The diagram above depicts Initial load process.


[bookmark: _Toc450825561]Partial (Delta) Publishing
The transactional replication publishes all create, update and delete transactionsDI-001 into the KCDC Db committed post Piolet run. This flow is exactly similar too Initial load process only difference is the amount of data. The performance on this publication method produces a latency of only seconds for over 98% of transactionsDI-002.
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[bookmark: _Toc450825562]Staging
The Data Integration track will re-use the existing ODSDI-004, thus following the architectural principle of re-use. The ODS already contains additional columns in each table to identify when data was placed into the staging areaDI-005. The ODS also contains a pattern of tables and triggers used to assist in the identification of deleted records. By using a table by the same name with the prefix ZDEL. Delete triggers are placed onto base tables that copies the deleted record to the associated ZDEL table prior to the save. Each ZDEL table contains all the same attributes as the base table with one additional column to identify the date/time of the deletion transctionDI-043.

[bookmark: _Toc450825563]Ongoing Updates
SQL Server Transactional Replication will take care of it between Piolet run and Initial load complete.
[bookmark: _Toc450825564]Court Migration
During pre-production migration efforts, snapshot replicationDI-018 to a migration databaseDI-017, DI-020 should be used to ensure that there are no changes during the pre-migration efforts. Row level filtersDI-019 can be set to filter out records that are not pertinent for the court being migrated.  
The court would then perform the migration to their CMS. During local court migration, the local court will send to the AOC migration database any records that need to be designated as “Purge”DI-033. At the completion of the local court migration (after local court gives the green light to proceed), AOC would perform the Purge, using the EDE Worktable database as the source. AOC will purge only those records which are specifically asked to purge using EDE Worktable.
[bookmark: _Toc450825565]Purge
KCDC Conversion process will create a Flat File with Court Initial, Case Type Code, Case Number, and Law enforcement Agency Id associated with successfully converted records.
Records in JIS will be purged based on the existence Flat File Provided by King County.    
The purge will be accomplished by using Destruction Records Job available in JIS.
[bookmark: _Toc450825566]Destruction records Job
This is an existing program used in legacy system to Delete Data. This will be modified to pull a flat file from FTP server and use it as a source for deleting records from DB2 based on case information.

[bookmark: _Toc442715181][bookmark: _Toc450825567]Why this design

· Meets business Requirements and is more stable and agile.
· SQL Server Data Replication is selected for data migration over ETL because no transformations are required and destination system is SQL Server.
· Easier to maintain until KCDC go live and can move daily updates in almost real time.

[bookmark: _Toc442715182][bookmark: _Toc450825568]Risks

· JIS Data once moved to KCDC DB need to be validated for table counts.
· Validation testing is critical for the success of project

[bookmark: _Toc442715183][bookmark: _Toc450825569]Benefits

This design contains reusable pattern for Courts which are moving to their on CMS. It decouples them from existing JIS database. SQL Server transaction replication makes sure that KCDC dB is up-to-date.


[bookmark: _Toc450825570]List of Tables Synchronized with KCDC and Superior Courts

KCDC Courts:   AUK,BEL,DJD,FWD,ISQ,NED,RDC,SDC,SHO,SWD,SWV,KCD,AUM
Superior Courts:  S17, S52, J17
	AD – NO FILTER

	ADJ – WHERE ADJ_CRT_ITL_NU IN (…)

	ALI – NO FILTER

	AP – WHERE AP_CRT_ITL_NU IN (…)

	AR – WHERE AR_CRT_ITL_NU IN (…)

	ASG – NO FILTER

	ATY – NO FILTER

	BAA – WHERE BAA_CRT_ITL_NU IN (…)

	BAC– NO FILTER

	BCH – WHERE BCH_CRT_ITL_NU IN (…)

	BKR – WHERE BKR_CRT_ITL_NU IN (…)

	BND – WHERE BND_CRT_ITL_NU IN (…)

	BSA – NO FILTER

	CAL – WHERE CAL_CRT_ITL_NU IN (…)

	CAX – WHERE CAX_CRT_ITL_NU IN (…)

	CBA – WHERE CBA_CRT_ITL_NU IN (…)

	CCA – NO FILTER

	CCO – NO FILTER

	CCP – NO FILTER

	CCR – NO FILTER

	CCT – NO FILTER

	CFC – NO FILTER

	CFM – WHERE CFM_TK IN (
SELECT CFM_TK FROM CFM INNER JOIN PRC ON CFM_TBL_TK = PRC_TK 
WHERE PRC_CRT_ITL_NU IN (…) 
UNION ALL 
SELECT CFM_TK FROM CFM INNER JOIN CS ON CFM_TBL_TK = CS_TK 
WHERE CS_CRT_ITL_NU IN (…) )

	CHK – WHERE CHK_CRT_ITL_NU IN (…)

	CID – WHERE CID_CRT_ITL_NU IN (…)

	CIT – WHERE CIT_CRT_ITL_NU IN (…)

	CIX – WHERE CIX_CRT_ITL_NU IN (…)

	CJ – WHERE CJ_CRT_ITL_NU IN (…)

	CJI – WHERE CJI_CRT_ITL_NU IN (…)

	CJP – WHERE CJP_CRT_ITL_NU IN (…)

	CLH – WHERE CLH_CRT_ITL_NU IN (…)

	CMT – NO FILTER

	CND – NO FILTER

	CAN – WHERE CAN_CRT_ITL_NU IN (…)

	CNS – WHERE CNS_CRT_ITL_NU IN (…)

	CPO – WHERE CPO_CRT_ITL_NU IN (…)

	CRT – NO FILTER

	CRX – WHERE CRX_CRT_ITL_NU IN (…)

	CS – WHERE CS_CRT_ITL_NU IN (…)

	CSC – WHERE CSC_CRT_ITL_NU IN (…)

	CSG – NO FILTER

	CSU – WHERE CSU_CRT_ITL_NU IN (…)

	CTC – NO FILTER

	CTX – WHERE CTX_CRT_ITL_NU IN (…)

	CUD – WHERE CUD_CRT_ITL_NU IN (…)

	CUW – WHERE CUW_CRT_ITL_NU IN (…)

	CVC – NO FILTER

	CVO – NO FILTER

	CVP – NO FILTER

	CVS – NO FILTER

	CVW – WHERE CVW_CRT_ITL_NU IN (…)

	DCM – WHERE DCM_CRT_ITL_NU IN (…)

	DFJ - – WHERE DFJ_CRT_ITL_NU IN (…)

	DII – WHERE DII_CRT_ITL_NU IN (…)

	DIN – WHERE DIN_CRT_ITL_NU IN (…)

	DKC – NO FILTER

	DKT – WHERE DKT_CRT_ITL_NU IN (…)

	DT – NO FILTER

	DVO – WHERE DVO_CRT_ITL_NU IN (…)

	DVP – WHERE DVP_CRT_ITL_NU IN (…)

	EML – NO FILTER

	FCA – WHERE FCA_CRT_ITL_NU IN (…)

	FCN – WHERE FCN_CRT_ITL_NU IN (…)

	FWO – WHERE FWO_CRT_ITL_NU IN (…)

	GRN – WHERE GRN_CRT_ITL_NU IN (…)

	ICH – NO FILTER

	INF – WHERE INF_CRT_ITL_NU IN (…)

	ISS – WHERE ISS_CRT_ITL_NU IN (…)

	INV – NO FILTER

	IVT – WHERE INF_CRT_ITL_NU IN (…)

	JNE – WHERE JNE_CRT_ITL_NU IN (…)

	JRT – WHERE JRT_CRT_ITL_NU IN (…)

	JSA – WHERE INF_CRT_ITL_NU IN (…)

	JTC – NO FILTER

	JVO – WHERE JVO_CRT_ITL_NU IN (…)

	JVP – NO FILTER

	LAW – NO FILTER

	LOC – NO FILTER

	MCF – WHERE MCF_CRT_ITL_NU IN (…)

	NCC – WHERE NCC_CRT_ITL_NU IN (…)

	NCJ – WHERE NCJ_CRT_ITL_NU IN (…)

	OAN – NO FILTER

	OAT – WHERE OAT_CRT_ITL_NU IN (…)

	OFL – NO FILTER

	OOT – NO FILTER

	ORA – NO FILTER

	ORG – NO FILTER

	PAD – NO FILTER

	PAR – WHERE PAR_CRT_ITL_NU IN (…)

	PCM – NO FILTER

	

	PCT – WHERE PCT_CRT_ITL_NU IN (…)

	PDN – NO FILTER

	PEM – NO FILTER

	PER – NO FILTER

	PHI – WHERE PHI_CRT_ITL_NU IN (…)

	PHN – NO FILTER

	PHP – NO FILTER

	PHS – WHERE PHS_CRT_ITL_NU IN (…)

	PIN – NO FILTER

	PKC – WHERE PKC_CRT_ITL_NU IN (…)

	PKI – WHERE PKI_CRT_ITL_NU IN (…)

	PML – WHERE PML_CRT_ITL_NU IN (…)

	PNH – NO FILTER

	PNP – WHERE PNP_CRT_ITL_NU IN (…)

	PPH – NO FILTER

	PPN – WHERE PPN_CRT_ITL_NU IN (…)

	PPR – WHERE PPR_CRT_ITL_NU IN (…)

	PRC – WHERE PRC_CRT_ITL_NU IN (…)

	PRG – NO FILTER

	PRK – WHERE PRK_CRT_ITL_NU IN (…)

	PRX – NO FILTER

	PSH – WHERE PSH_CRT_ITL_NU IN (…)

	PSX – WHERE PSX_CRT_ITL_NU IN (…)

	PTD – WHERE PTD_CRT_ITL_NU IN (…)

	PTE – WHERE PTE_CRT_ITL_NU IN (…)

	RCU – NO FILTER

	RDS – WHERE RDS_CRT_ITL_NU IN (…)

	RES – WHERE RES_CRT_ITL_NU IN (…)

	RG – NO FILTER

	RIX – WHERE RIX_CRT_ITL_NU IN (…)

	RLN – NO FILTER

	RLX – NO FILTER

	TCR – WHERE TCR_CRT_ITL_NU IN (…)

	TPA – WHERE TPA_CRT_ITL_NU IN (…)

	TSL – NO FILTER

	UCP – WHERE UCP_CRT_ITL_NU IN (…)

	UTR – WHERE UTR_CRT_ITL_NU IN (…)

	VEL – NO FILTER

	VVC – NO FILTER

	VXR – WHERE VXR_CRT_ITL_NU IN (…)

	WJR – WHERE WJR_CRT_ITL_NU IN (…)
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