ASW HDD APPENDIX “A” ERRATUM – Requirements

The proposed HDD must meet these performance objectives:
· Support 25,000 IOPS Random Reads

· With Average Seek - Reads 3.6 msec 

· With Average Seek - Writes 3.9 msec 

· With Average latency 2.0 msec 

Once the equipment is activated into production, the AOC has two months to verify the equipment is meeting (or exceeding) these performance objectives.  We will be using Iometer (http://www.iometer.org) to measure the performance.  If the equipment does not meet the performance objectives, the vendor will have one month to correct the measured deficiencies.  If after that time the equipment still does not meet the performance objectives, the equipment will be returned by the AOC to the vendor for a full refund.
The proposed equipment must meet (or exceed) these specifications:

· 5 - 16-bay 3U rack mount enclosure with Qty.16x36.2GB/15K rpm drives

· Dual power supplies, fans and power cords

· Redundant RAID controller with 512MB cache

· 4 FC host ports.

· Expansion Shelf – 16-bay 3U JBOD rack mount enclosure with Qty.16x73.4GB/15K rpm drives, dual power supplies, fans, and power cords.

· Redundant RAID controllers with 512MB cache upgradeable to 1 gig per controller 

· Provide no single point of failure architecture

· Supports tiered storage, SATA and Fiber Channel disks off the same redundant controllers

· Each controller to support a minimum of 6 Expansion rack mount enclosures 

· Expansion unit supports a capacity of  16-drives- 3U JBOD 

· All active components are redundant & hot swappable

· Host-Transparent RAID controller failover & fail-back (no software required)

· RAID controllers can fail and be replaced without loss of redundant paths

· Dual power supplies, fans, and power cords for redundancy

· Support fiber channel hosts Capacity & Scalability • 36, 73, 146, 300 GB per disk 15K FC drives

· FC-to-FC RAID Subsystem

· MTBF 1,200,000 hours 

· Form factor 3.5”, low profile (1.0”) 

· Data Buffer 8 MB

· Hot spares with automatic drive rebuilds

· Supports multi-pathing and HBA failover 

· Supports industry-standard 2Gb Fiber Channel host adapters from Qlogic, Emulex and LSI Logic

· 64 bit architecture

· Host adaptors available for PCI-X, PCI & Sbus

· Operating console: View and edit logical RAID/physical drives, setup hot spare drives, map hosts, check parity, enable write-back cache, rebuild failed drive, view logs.

· High density, 16 drive3U rack space 

· Auto switch cache policy and Auto shutdown 

· Compliant with networked storage software 

· clustering supporting transparent failover 

· Up to 64TB capacity per Logical Drive (LD) (OS dependent)

· MS windows 2003 MS cluster compatible

· Online expansion by adding new drives 

· Copying and replacing drives with drives of larger capacity 

· Automatic background rebuild

· Up to 1024 LUNs

· Immediate array availability 

· Drive roaming, array configuration on drives
· On-site Installation Services
