STATE OF WASHINGTON
ADMINISTRATIVE OFFICE OF THE COURTS
1206 Quince Street SE
Post Office Box 41170
Olympia, Washington  98504-1170

REQUEST FOR QUOTATIONS
ACQ – 2016-0505-RFQQ

Virtual Tape Library (VTL)
Questions and Answers


Q1.	Will the State of Washington consider separate boxes for the IBM z/OS and the Windows environments?
A1	No

Q2.	Will the State of Washington consider a NDA (Non-Disclosure Agreement) presentation on equipment that is not due to ship until the middle of 2016?
A2.	No

Q3.	Is the replicated Disaster Recover Host Site a “Dark Site”?  Meaning is there host equipment running at all times or does it only run during DR testing and real Disasters?
A3.	Our Disaster Recovery provider has equipment running at all times.

Q4.	What backup applications are being run on Windows?
A4.	FDR/Upstream and possibly Veeam and/or Veritas

Q5.	What is meant by “Tape pooling must not be a requirement”?
A5.	We do not want to have define different classes of storage (i.e. Large Data, Small Data, Long Term, Short Term, Lots of Backs, Few Backups, etc.)   All Virtual tape data is to be treated the same.

Q6.	Is there a requirement for Tape Encryption?
A6.	Yes – Identified as Requirement B.18

Q7)	Can supplemental documents be attached to Appendix “A”.  These will not contain any terms or conditions, but are mainly informational? If there are different options available i.e. non-redundant    system vs redundant system, how should the various options be presented?
A7)	Yes.  If there are multiple options which meet the requirements of the RFQQ, they should be submitted as separate proposals.

Q8)     What AOC equipment is currently located at the HOT SITE?
A8)	Currently there is no AOC owned equipment at the HOT SITE.  This will be the first set of equipment

Q9)     Is the HOT SITE always up and running?  i.e. is there an active AOC mainframe partition(s) running or is the onsite AOC storage/backups physically connected to the vendor mainframes awaiting transfer of the backup to be made active on the mainframe?
A9)	Yes.  During a disaster (and test), the AOC arrives onsite and restores the most current backups to the system.

Q10)	Are both Mainframe and servers part of the HOT SITE test?
A10)	Yes

Q11)	Are the current space requirements going out to 5 years specified as compressed or uncompressed?
A11)	The space requirements are based on what we currently are backing up, regardless if the system does compression or not...

Q12)	What are the current connections from the AOC servers to the present storage? i.e. 1GB Ethernet? 10GB fiber? Etc.
A13)	FICON and 8GB fiber

Q14)	How many interfaces to the servers from the back end storage are required?
A14)	Enough to support 4 LPARS and 210 Windows Servers.

Q15)	For onsite maintenance, 24/7/4 is recommended for the Production site, is 5/8/8 acceptable for the disaster site.
A15)	No

Q16)   Appendix “B” implies that both the Production and HOT SITE systems are to be quoted initially as non-redundant systems, with an option (pricing) to make them redundant. Is this correct? 
A16)	Can you be more specific about which item in Appendix B specifies this?

Q17)	What are the physical tape requirements going forward? Are all physical tapes being converted to virtual tape? Will physical tape be used as backup to virtual tape or is the virtual tape being used as a cache for the physical tape? Should the proposed solution include physical tape drives or interface to the existing TS3500?
A17)	No Physical Tape

Q18)	What is maximum number of simultaneous mainframe virtual disks in operation?
A18)	256 with 70% in one LPAR and the rest on three others.

Q19)	Of the specified 5 year storage plan, what % is mainframe VTL vs Windows related storage?
A19)	80% of the data is Windows related storage

Q20)	For the mainframe, the RFP says 2 8gb FICON interfaces to the mainframe.  Are the 4 interfaces you mention 4 at the production site (so there is redundancy) or a total of 4 between the production site and HOT SITE (2 at each site)? My assumption is that there are 2 interfaces for required performance and 2 more which are there for redundancy / high availability at each site?
A20)	It should have said there are two mainframes.  We need a total of 4 8 GB FICON interfaces.  Additionally, we need 4 Windows 8 GB FC Interfaces; these are non-Ethernet and do not run NFS.  The equipment at the hot site will be exactly the same.

Q21)	In section B.12.2 The 10GB interface between the VTL and the  WAN ( copper or fiber) at each site?
A21)	The 10GB interfaces are for the two VTL’s to replicate with each other.  It will most likely be through a VPN Public Internet connection.

Q22)	What is the location for the DR test described in B.15?
[bookmark: _GoBack]A22)	Disaster Recovery site is currently located in Scottsdale, Arizona.

Q23)	When you describe the requirement for 830TBs in 5 years, can this be "effective" capacity, meaning 830 TBs with an assumed de-dup ratio, rather than 830 TBs of actual spinning disks
A23)	We will have 830TB of data that needs to be backed up.

